


' Markov Network

teach made a misconception
that may propagate in class

A and C Altar speak to each other
.

Band D never speak to each other
.
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" A has misconception
9° B has misonoptr

⑧ instead of CPD . the prob d- one variable ghon another .

⑤ we need a more symmetric parameterization
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local interactions between directly related variables

pla.b.c.at/---zQ/la.bl.4db.4-ozcc.d)-oHd.a1z--E.d/4la.b1.ofcb.d-f
>kill - field.at is the partition function

1×23 /2) ⇐ plx.kz)= Hittite,zj

right to left :pµ,⇒=FPH.y.z-j-otx.z-J.JO/sly,z)(XL3/Z)iff-pL---j--cf,cx.z/4214,2-1 ply,z)=¥p(x.kz)= 4<142-1%41%4
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= f. ( B. AH .tlD.Ak ) =4¥⇒kH .PH#;Y---pHis1H
:( BID / A.c) i.PH/2-1PlYk-1=pix:s1H

similarly ( ALC / B.D) i. 1×1-412-1

left to right : pcxis.z-t-plztplHH.PH/x.n=PLEPIEP1Hn
4,111,2-1 0/44,4



• Gibbs Distribution and Markov Network
A distribution Pe is a Gibbs distribution parameterized by a set of factors
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A fatlm is not a joint distribution , it's only one contribution to the overall gone distribution
The distribution as a whole has to take into consideration to contributions from all of the factors involved

4, IAB D) ftp.GD/d
A distribution Poz with R={HUH .

-
. Adm } factorizes over a Markov network H 4148131 ABU KD) 0141$D) 015113M¥ D34. LABI ) ALBY PND)if each Dk is a complete subgraph of H

Cannot lead the factorization fromgraph
the factors that parameterize a Markov network are often called clique potentials
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µ

* B }¥!¥É""" { c.D3F¥¥
""

⑧
-

{ B. c }FE
"

{ A. is ] |÷¥dY
" ¥8

i. : i ⑥

• Reduced Markov Networks

factor reduction →

if
→

reduced Gibbs distribution

→
defined by Ellis = { file . ]

, fie,] .
- }

to fonditioned
Oh [ =L

'

*" I::¥T= →

71 is a Markov hltunk own ✗ and U=u is a context .

the reduced Markov network HEM is a Markov network over nodes KU

( edges not associated with U stay the same In a Markov network
, conditioning on a variable eliminates

coherence coherence
the node and edges .

Difficulty Intelligence Difficulty Intelligence
In a Bayesian network

, conditioning on a variable can

Grade SAT → SAT activate b- structures
.

creating
new dependencies

conditioning on
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- Markov Independencies
In Markov networks

, probabilistic influence flows along undirected paths on thegraph ,
but it's blocked -f- we condition on the intervening nodes

A set of nodes & separates ☒ and Y in 71 , denoted sepalKidz)
if there is no active path between and node ✗ c- * and 4T¥ gum ¥

global independencies in 71 I1711 = { 1×1-4 / z ) : SeptHis 12-1 }

p is a Gibbs distribution that factories over 71 → 71 is an 1- map for P
let ☒ ,

¥
.

ZZ be
any 3 disjoint subsets of all variables s.e.se/txlXX;YY/ZZ )

2x is the see of cliques that are contained in ☒ VZZ

29 is the see if dupes tha ar contain in remainy nodes

"'" " ""=±¥× """ ' ¥
"
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* ÷¥÷¥]→ """" """" " "
I

=É f- Wiz) . got E) 71 is an 1- map 4- P

:(✗1-4/2-1 ☒-D-⑥

Any conditional independence revealed in 71 holds true in P

4- 71 is an 2-map fm positive p , then P is a Gibbs distribution tha factorizes own 71

zf ✗ and } are not separated given 2- in It .

then X and Y are deputing.mn 2- in some distribution than factious our 71

0×-0-05 4. ix.us = 4. this =¥9
⑦ ; ; ; % :

I 1 1

pairwise independencies : Zpttt ) = {1×4/8-41.3} ) : X
.
} are noo directly connected }

For agraph 71 ,

the Markov blanket of ✗ in 71 MBA IN B the neighbors of ✗
local independencies : Jett ) = { 1×1×-1×3 - MBHIH / MBAN) ) : Xt X } ÉIo gian variables

a variable is independent of the test
given its immediate neighbors ⑧!¥. block the flow of

Influence
p f- Zil71) ⇐ P 1=-41711 ⇐ Pt 11711 for a positive distribution



' From distribution for Graphs
2 approaches to encode independents of a distribution wwh a graph structure

1° pairwise independents
add edges between all pairs of ✗ Y such that P# 1×191×-8×-33 )

w local independencies
A set U is a Markov blanket f- ✗ in a distribution P if

{ ✗ ¢u

U Is a minimal set of node such that IXLX -1×3- U / U ) C- Xp)

define agraph 71 by introducing an edge Exist for all ✗ and all } c- MBpW

both of these 2 approaches produce the unique minimal 1-map of pfmap.IE# distribution

of
. anonnposiive distribution Poor 4 binary variables ABCD

.%Bb.gg#..sPlA.B.liDt-0only when A=B=C=D | ;

a
' b' c
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to local independency construction
pt-IALC.pl B) → edge AB f-⑧

71
i. B is a valid choice for MBPIA)

②- ④
pt-lcl-A.IS/D) → edge c-D

pf-IDI-A.DK ) → edge D-a
Pf ( BLGD / A) →

edge B-A

but H is not a f-map since (ALC) c- 274) $24411M
no patrwbe Independencies construction

none of A.BID satisfies 1×47 / X -{✗ is } )
1- gives an empty gmph ☒ ⑥

not an I- map fr p
⑥ ④

deterministic relations between variable on lead to failure in construction based

on bad and pairwise independence

of Zntdhgna Difficulty

grade
IDK G) LIK G) JEMMY % does not caprine

IILD)

(IKD / G )

not any distribution P has a perfect map



• Factor Graphs
A factor graph it is an undirected graph containing 2 types of nodes : variable nodes an farm nodes.

each edge connects two nodes of different types
each faction node V4 has one faction ¢ whose scope is its neighbors

☒- ⑧- ☒ ⑧⑤
④V0⇒ *

☒
¥

☒
dffaem graphs for the same Markov Neenah

•

Bayesian Network to Markov Network

Given a Bayesian network B. how to represent the
distribution PB as a parameterized Markov network

finding a minimal 1-map for distr :brim PB

Gian a graph G. how to represent the independencies in G using a undirect graph 71

finding a minimal I-map fm the independencies 26 )

let B be a Bayesian Network oven X and E-e an observation
.
let W=X¥

Btw E-e) is a Gibbs distribution defined by E-{4*3
= Pistil Parents His)[E=e]

The partition function for this Gibbs distribution is Pie

the moral graph M[bit of a Bayesian netuwk structure G oven X

is the undirected graph over X that contains an undirected edge between

✗ and 4 if {
theres a directed edge between ✗ and 9
or

✗ and 4 are both parents of the same node

conditional

④④ dependent ⑤-②
\ I

dine ⑤

dependence %⑤ I
⑤



let G be a Bayesian network structure. for any distribution PB such that

B is a parameterization of G. MEG ] is an 1-map fm PB

MEG] Captures local dependencies ( dina independencies and Vtstrucewi conditional dependencies )

let A be any Bayesian network graph . the moralized graph MLG] is a minimal 1- map
for any ✗ EX

.

select the smallest set U such thatXtx-U -His / U )

the Markov Blanket of ✗ in a Bayesian Newark G MBally as

{
* parents
X 's children

other parents f- X's children ¥⑥
⑦ y

MBGAD

d-seplx :c I B)
d- seplx ; {F.gg/E/

↳
⑨

d- separated nodes

Tim a Bayesian Network graph G. NBN d-separates ✗ from all other variables

no subset of IUBGLXI does

The addition of the moralizing edges to the Markov Network 71 leads to the loss of independency information
But independency informations is not always lose

④ ④ ④-④ MEG] lose the information that

¥ → ¥
µq,

✗ And 4 are marginally independent
G

④ ⑨
¥
.
→

④¥0 independency information
is not lose

G

A Bayesian Network G is moral -if it contains no immoralities ④
→
④ MY ok

¥r immorality
tall v -structures have a covering edge )

if a directed graph G is moral , then its moralized graph MIA is a perfect map of G

0¥ O_0

0 → \o/
810

g
ff MEG]



' Markov Network to Bayesian Network
let 71 be a Markov network structure

.
A is

any
BN minimal 2- map for H .

G can have no immoralities
poems f- B ④①u={ parents of ✗it

v②④④suppose then is immorality in G
④④ a

-

: Gt Kitty 1*1 (HIYA:|
.

: H F H, Hj HH ☒ktxj µ:)

i 71 Contains one or more path {
between Xi and Xj not Cathy X. ④④ 71

between XK and Xj not catty Xi
i. there 're one or more paths in It bowmen Xi and Xia via Xy
'

: Gt {* 1- Xx / U } : 7L f- { ✗ it * IU)
: a block either paths between Xi and Xy or paths btwn Hand * in *

} angad,,,- : Gtfxjtu / V ) .
: He f- lxjtUH

i. U cannot be in the path between Xy and Xr

A Markov network may not have a BN perfect map
g. Bn perfect Map of MN

←④→
④ ⑤ ④

↳

⑤ ④¥¥③ ④ ⑤

② ¥ ②

(Atl / B.D) (Bt Hb ) (Bt DIA " ) (Adc / B.D l

1131-01 A.c) not a perfect nap Ktu (Dtbl All
not a perfect map not a perfect Mi

lee Xi-Xi - - - ill be a loop in the graph : a chord in the loop is an edge connect
-

my
Xi and xj for two nonconsecutive nodes Xi and Xj .

A undirected graph 71 is said to be chordal if any loop Xi -Ki - Xi. -111 fm 1<>-4 has a chord

chord for loop Xi - Xr -H -H

④ dead Ahp * - * -* - ✗

schoolfor Wp Xi-k -k -ki - X.

let It be a non chordal Markov network . then there is no Bayesian network G which is a perfect map for 7L (2161--21711)
let It be a chordal Markov network . there is a Bayesian network G such that 4711=2161



Converting Bayesian Network ← Markov Network loses independents
BN → MN : lose independence in V-structure %⑧¥ →

④

1T¥

¥MN → BN : add triangulating edges to loops ④ ④→⑧
⑧ ¥

' Conditional Random Field
A Conditional Random Field is an undirected graph 71 whose nodes correspond to NY,
the network is annotated with a set of factors ¢1M

,
. -

.

. 4mLDm) such that each Di EX

the network encodes a conditional distribution as

PAID = zixt Find

= ¥¥iÉT FIND:)

Two variables in H are connected by an undirected edge whenever they appear together in the same scope of a factor
instead A model

y
a Joint Distribution PH.D . CRF models a conditional distribution PRIX) ( not caring the distribution of ✗ I

g- logistic regression
0 0 exploit÷:* .¢11k , } ) = exp ( Wi . L{Xi -4.3--1 ] ) export

1 I explw:)

AH:&D= {
"Phil f- ¥ ,

expig-tvfx.ro }⇒ "PIW:* ) / how much Xi amor:bate to 9=1 I

1%111.4=1) = Ttekplw:X;) = expII. W :# I

Fux, Fo) = I

*14=11×1 -- ¥¥¥¥µp%µ÷ = ?¥¥, the sigmoid function



'

Log - Linear Models

rewrite a factor ¢1B as HD) = - In ¢4b is called an energy function,

0/1D) = expl - EID)) in statical physics . the probably of a physical state 1g . configuration of see of electrons)

b- LD) = - Intoa) depends inversely on its energy .

Ay Markov network parameterized using positive factors can be contorted to algorithmic representation

pH,
- - Xn ) & etpf.EE:(Dil]

g.
⇒

-FÑÉga and o otherwise

let D be a set of variables .

We define a forum f-CDI to be a function f- : VallD) t.IR

Pio = T.IO/ilD:)
= T.jexptwgfglD.gl fj is a feature

g.
**

ftp.xy-tfxi-ok-0}0 0 An¥44,1k ) =
O l am

I 0 Ai . f-
"

HH) =L{ ✗ no ,
Xi =L }|

, , a "
:

A. Him = exp f-¥ Wu - f-" IX. No ) )
WH = -10g AH

g- features of Longwy .

} 4 : category
] X : word

f.IX. . }:) =L { Yi = Parson name
, × ; capitalized } how important Capealitatim is in teagniziy a person

f. 1K, , }:) = I { 9: = location name
,

Xi appears in atlas }



A distribution P is a by - linen model over a Markov network 71 if
p is associated with

{
a set of features F-{flat . - - - .fr#YwhaeeaohD:isaoompktesubgmphinH
A set of weights Wi - - - Wu

such that

pair - - ✗a) = ¥ exp [ - TÉ wif.IN]

P"" " " "D= ¢1M ✗ kid.)xµp,

= 'z expl-G.IN/-expft.lDd).expftslDd )
B

D,

Dr
= ¥ exp f- TÉ t :( Dil ]

=Ée×p[ - Éiw. film]

• Metric MRIs
All Xi takes value in same label space

✓ ④- ④ want Xi and Xj to take
"similar

"

values

Distance function U : Vxv → 1kt

reflexivity Ulxxl =o HXEV

symmetry UH , .N= UH. . XD

triangle inequality : UH Ns ) ← UH, ,W talkin

t.gl: ,Xgl= UH: Xp

apt wig fighting) ) where wig >0 low distance → high probability

g.
UH, in ) = I X, -✗v1

UH, ,X< I =#
× , #

ey Image segmentation
.

no penalty when adjani super pixels take same class

some penalty otherwise


